Review
Our problem for most of the rest of the semester:
- Store: A collection of data items, all of the same type.
- Operations:
  - Access items [single item: retrieve/find, all items: traverse].
  - Add new item [insert].
  - Eliminate existing item [delete].
- Time & space efficiency are desirable.

A solution to this problem is a **container**.

In a **generic container**, client code can specify the value type.
Unit Overview
The Basics of Trees

Major Topics
- Introduction to Trees
- Binary Trees
- Binary Search Trees

DONE
A **Binary Search Tree** is a Binary Tree in which each node contains a single data item, which includes a **key**, and:

- Descendants holding keys less than the node’s are in its left subtree.
- Descendants holding keys greater than the node’s are in its right subtree.

In other words, an inorder traversal gives keys in sorted order.
The efficiency of BST operations depends on the tree’s height. A strongly balanced Binary Search Tree has logarithmic height, but the insert & delete operations do not keep the height small.

<table>
<thead>
<tr>
<th></th>
<th>BST: strongly balanced OR average case</th>
<th>Sorted Array</th>
<th>BST: worst case</th>
</tr>
</thead>
<tbody>
<tr>
<td>Retrieve</td>
<td>Logarithmic</td>
<td>Logarithmic</td>
<td>Linear</td>
</tr>
<tr>
<td>Insert</td>
<td>Logarithmic</td>
<td>Linear</td>
<td>Linear</td>
</tr>
<tr>
<td>Delete</td>
<td>Logarithmic</td>
<td>Linear</td>
<td>Linear</td>
</tr>
</tbody>
</table>

So Binary Search Trees have poor worst-case performance. But they have good performance:

- On average, for random data.
- If strongly balanced. But if we allow insert/delete operations, then we need an efficient way to make a tree stay strongly balanced.

Can we efficiently *keep* a Binary Search Tree strongly balanced?
Major Topics

- Introduction to Tables
- Priority Queues
- Binary Heap Algorithms
- Heaps & Priority Queues in the C++ STL
- 2-3 Trees
- Other self-balancing search trees
- Hash Tables
- Prefix Trees
- Tables in the C++ STL & Elsewhere
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Introduction to Tables [1/5]

Our ultimate value-oriented ADT is **Table**.

Three primary single-item operations:
- **Retrieve** (by key).
- **Insert** (item—generally a key-value pair).
- **Delete** (by key).

What do we use a Table for?
- Data accessed by a **key** field.
  - For example, any kind of data that we look up using an ID.
- **Set** data.
  - Each item has only a key, with no associated value.
  - Fundamentally, the only question is which keys lie in the dataset.
- Array-like datasets whose indices are not nonnegative integers.
  - `arr2["hello"] = 3;`
- Array-like datasets that are **sparse**.
  - `arr[6] = 1; arr[1000000000] = 2;`
Review
Introduction to Tables [2/5]

What are possible Table implementations?

- A Sequence holding key-value pairs.
  - Array-based or Linked-List-based.
  - Sorted or unsorted.
- A Binary Search Tree holding key-value pairs.
  - Implemented using a pointer-based Binary Tree.

### Array Implementations

- **Unsorted**
  - (12, Ed)
  - (4, Peg)
  - (9, Ann)

- **Sorted**
  - (4, Peg)
  - (9, Ann)
  - (12, Ed)

### Linked List Implementations

- **Unsorted**
  - (12, Ed) → (4, Peg) → (9, Ann)

- **Sorted**
  - (4, Peg) → (9, Ann) → (12, Ed)

### Binary Search Tree Implementation

- (9, Ann) → (4, Peg) → (12, Ed)

How efficient are these implementations?
Q. How efficient are these implementations?
A. Not very efficient at all.
In particular, they all have a linear-time delete operation.

<table>
<thead>
<tr>
<th></th>
<th>Sorted Array</th>
<th>Unsorted Array</th>
<th>Sorted Linked List</th>
<th>Unsorted Linked List</th>
<th>Binary Search Tree</th>
<th>Strongly Balanced* BST?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Retrieve</td>
<td>Logarithmic</td>
<td>Linear</td>
<td>Linear</td>
<td>Linear</td>
<td>Linear</td>
<td>Logarithmic</td>
</tr>
<tr>
<td>Insert</td>
<td>Linear</td>
<td>Linear</td>
<td>Linear/ amortized constant**</td>
<td>Linear</td>
<td>Constant</td>
<td>Logarithmic</td>
</tr>
<tr>
<td>Delete</td>
<td>Linear</td>
<td>Linear</td>
<td>Linear</td>
<td>Linear</td>
<td>Linear</td>
<td>Logarithmic</td>
</tr>
</tbody>
</table>

Above, we allow multiple equivalent keys. If we do not, then the time for Insert becomes the sum of the above times for Retrieve + Insert.
*We do not (yet?) know how to ensure that the tree will stay strongly balanced, unless we restrict ourselves to read-only operations (no insert, delete).
**Constant time if we have pre-allocated enough storage.
In some situations, the amortized constant-time insertion for an unsorted array and the logarithmic-time retrieve for a sorted array can be combined!

- Insert all data into an unsorted array, sort the array, then use Binary Search to retrieve data.
- This is a good way to handle Table data with separate filling & searching phases—and little or no deletion.

We will cover some sophisticated Table implementations. But remember that sometimes a simple technique is best.
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**Introduction to Tables [5/5]**

<table>
<thead>
<tr>
<th>Sorted Array</th>
<th>Unsorted Array</th>
<th>Sorted Linked List</th>
<th>Unsorted Linked List</th>
<th>Binary Search Tree</th>
<th>Strongly Balanced (how?) BST</th>
</tr>
</thead>
<tbody>
<tr>
<td>Retrieve</td>
<td>Logarithmic</td>
<td>Linear</td>
<td>Linear</td>
<td>Linear</td>
<td>Logarithmic</td>
</tr>
<tr>
<td>Insert</td>
<td>Linear</td>
<td>Constant-ish</td>
<td>Linear</td>
<td>Constant</td>
<td>Logarithmic</td>
</tr>
<tr>
<td>Delete</td>
<td>Linear</td>
<td>Linear</td>
<td>Linear</td>
<td>Linear</td>
<td>Logarithmic</td>
</tr>
</tbody>
</table>

**Idea #1: Restricted Tables**
- Only allow retrieve/delete on the *greatest* key.
- In practice: Priority Queues

**Idea #2: Keep a tree balanced**
- In practice: Self-balancing search trees (2-3 Trees, etc.)

**Idea #3: Magic functions**
- Use an unsorted array. Each item can be a key-value pair or *empty*.
- A *magic function* tells the index where a given key is stored.
- Retrieve/insert/delete in constant time? No, but still a useful idea.
- In practice: Hash Tables
Unit Overview
Tables & Priority Queues

Major Topics
- Introduction to Tables
- Priority Queues
- Binary Heap Algorithms
- Heaps & Priority Queues in the C++ STL
- 2-3 Trees
- Other self-balancing search trees
- Hash Tables
- Prefix Trees
- Tables in the C++ STL & Elsewhere

- Lots of lousy implementations
- Idea #1: Restricted Table
- Idea #2: Keep a tree balanced
- Idea #3: Magic functions
- A special-purpose implementation: “the Radix Sort of Table implementations”
Priority Queues
Now we look at the first of our three ideas: restricting the Table operations, in order to gain efficiency.

Our restricted-Table ADT is called **Priority Queue**.

- This has almost the same operations as Queue.
- The difference is that the item that is retrieved or deleted is the one with the greatest key.
- So items are not removed in the order they were inserted, but rather in order of *priority*: greatest key to least key.

Despite the name, a Priority Queue is *not* a Queue!
We have discussed turning a Sequence into a Queue.

- In a Sequence, we can retrieve/delete at any given position.
- In a Queue, we can retrieve/delete only the element at the highest position (or lowest position, depending on how we think about it).

We can similarly turn a Table into a Priority Queue—assuming we can order the keys.

- In a Table, we can retrieve/delete the item with any given key.
- In a Priority Queue, we can retrieve/delete only the element with the greatest key.

So Priority Queue is a restricted version of Table, just as Queue—and Stack—are restricted versions of Sequence.
Priority Queues
What a Priority Queue Is — ADT

Priority Queue has the following data and operations.

- **Data**
  - A collection of items, each of which has a key.

- **Operations**
  - **getFront.** Look at item with greatest key.
  - **insert.** Add a given item.
  - **delete.** Remove item with greatest key.
  - And the usual:
    - **create, destroy, copy.**
    - **isEmpty.**
    - **size.**
A Priority Queue is useful when we have items to consider processing, and some are better or more urgent than others. ("Better" might mean lower cost.)

Near the end of the semester, we will look at a practical application of a Priority Queue, as part of a method to find a minimum spanning tree in a graph. This involves the lower cost idea mentioned above.
A Priority Queue can be used to sort: insert all items, then getFront/delete all items. The items are removed from greatest key to least key.

When this is done in-place, with the Priority Queue implemented using a structure called a *Binary Heap* (covered shortly), the sorting algorithm is called *Heap Sort*.

Recall. Heap Sort is the usual fall-back algorithm in Introsort.

A Priority Queue can also do variations on sorting.

- To find the $k$ greatest items in a list: insert them all into a Priority Queue, then do getFront/delete $k$ times.
- A Priority Queue can hold that a dataset is modified during sorting.
Priority Queues
Implementation

We can implement a Priority Queue using any of the methods we have discussed for implementing a Table.

And they are all still just as dissatisfying.

The most interesting thing about Priority Queues is their most common implementation: a structure called a *Binary Heap*. We discuss this next.
Binary Heap Algorithms
Binary Heap Algorithms
What is a Binary Heap? — Definition

A **Binary Heap** (or just **Heap**) is a complete Binary Tree in which
- each node contains a single data item, which includes a **key**, and
- each node’s key is $\geq$ the keys in its children, if any.

Notes
- There are no required order relationships between children.
- The above is a **Maxheap**. If we reverse the order, so that a node’s key is $\leq$ the keys in its children, then we get a **Minheap**, which works just the same in all other ways.
- You may see another meaning of “heap”: the area of memory used for dynamic allocation. This usage is unrelated to that above.
Binary Heap Algorithms
What is a Binary Heap? — Try It! [1/2]

Which of the following are Binary Heaps?

A

B

C

D

Answers on next slide.
Which of the following are Binary Heaps?

Answers

A

This is a Binary Tree, but it is not a complete Binary Tree.

C

This is a complete Binary Tree, but it does not have the Heap order property, since 4 < 10.

B

D

✓
Recall the array implementation of a **complete Binary Tree**:

- Put the nodes in an array, in the order in which they would be added to a complete Binary Tree.
- Store *only* the array of data items and the number of nodes.

No stored pointers are required.

We can navigate around the tree (find the root, find children, find the parent, determine whether each of these exists) by doing arithmetic with array indices.

This is an example of a complete Binary Tree. *It is not* a Heap!
The standard implementation of a Binary Heap uses this array-based complete Binary Tree.

In practice, we use “Heap” to mean a Binary Heap implemented using this array representation.

In order to base a Priority Queue on a Heap, we need to know how to implement the Priority Queue operations with a Heap. Operation \textit{getFront} is easy: look at the root item. Next we consider \textit{insert} & \textit{delete}.
Primary Operations — Insert

In a Priority Queue, we can insert any value. (How about 32.)
In a complete Binary Tree, we can only add a new node at the end.
So add the new item in a new node at the end.
But now we may not have a Heap.
Solution: **sift-up**. New value greater than parent? Swap & repeat.

```
56
  /  \
50   25
 / \\      \
5   22  25
/ \ / \    / \  \
1  3 10 3 12 32
```

Ick!

```
56
  /  \
50   25
 / \\      \
5   22  32
/ \ / \    / \  \
1  3 10 3 12 25
```

Done
In a Priority Queue, we can delete the item with the greatest key. In a Maxheap, this is the root item. How do we delete the root item, while maintaining the Heap properties?

- We cannot delete the root node—unless it is the only node.
- The Heap will have one less item, so the last node must go away.
- But the last item is not going away.
- So, put the last node’s item in the root node; delete the last node. Do this by swapping items—which has other advantages, as we will see.

We have a new problem: this is no longer a Heap. How to fix it?
After swapping items in root & last node, and then removing the last node, we may no longer have a Heap.

Solution: **sift-down** the new root item. Smaller than a child? Swap with *larger* child & repeat.

In a Heap, we always rearrange items by swapping.
Do Heap delete on the Binary Heap shown below. Draw the resulting Binary Heap, as a tree.

Answer on next slide.
Binary Heap Algorithms
Primary Operations — Try It! [2/2]

Do Heap delete on the Binary Heap shown below. Draw the resulting Binary Heap, as a tree.

**Answer**

![Binary Heap Diagram]

**Procedure**

- We are deleting the root item (20).
- Swap the root item with the item in the last node (8), and delete the last node.
- Sift-down the new root item (8).
Binary Heap Algorithms
Primary Operations — Using an Array

Heap insert and delete are usually given a random-access range. The item to insert or delete is the last item; the rest is a Heap.

- Action of Heap insert:
  - This is where we want the item to be, initially (right?).
  - This is where the swap puts the item (right?).

- Action of Heap delete:
  - Given Heap
  - Item to insert
  - New Heap

Note that Heap algorithms can do all modifications using swap. This usually allows for both speed and (exception) safety.
What is the order of the Priority Queue operations, if we use a Binary Heap implemented with the array representation?

- **getFront**
  - Constant time.

- **insert**
  - Linear time in general, due to possible reallocate-and-copy.
  - Logarithmic time, if we can be sure that no reallocation is required.
    - That is, assuming the array is large enough to hold the new item. The way that Heaps are often used guarantees that this is the case.
    - The number of operations is roughly the height of the tree. Since the tree is strongly balanced, the height is $O(\log n)$.

- **delete**
  - Logarithmic time.
  - There is no reallocation. See the comment on height under *insert*.

So a Heap is a good basis for implementing a Priority Queue.
Binary Heap Algorithms
Primary Operations — CODE

TO DO

- Write the Heap insert algorithm.
  - Prototype is shown below.
  - The item to be inserted is the final item in the given range.
  - All other items should form a Heap already.

```cpp
// Requirements on types:
// RAIter is a random-access iterator type.
template<typename RAIter>
void heapInsert(RAIter first, RAIter last);
```

Done. See `heap_algs.h`. The other basic Heap algorithms have also been implemented.

See `heap_algs_main.cpp` for a program that uses this header.
Binary Heap Algorithms will be continued next time.