CS 441 Midterm Exam
0.) NAME:                                    
2015-03-03. Your answers should be yours alone, after consulting with any written or online reference material.  References that substantially influence your answer should be cited.  Do NOT consult with any living sources, including professors or fellow students, and not even via the internet.
——————
1.) We've looked at a number of different parallelism technologies this semester.  Give a brief (one sentence) definition of each, and give a brief (one sentence) summary of their primary advantages.
	Technology ...
	... brief definition ...
	... advantages.

	Circuit-level parallelism
	All parts of an electrical circuit can operate at the same time.
	A billion-transistor chip has up to billion-way parallelism.

	Pipelining
	
	

	Superscalar
	
	

	SIMD (e.g., x86 SSE)
	
	

	Multicore
	
	

	Hyper-Threading (SMT)
	
	


1.a.) Which of these technologies has the least impact on programmers using it?  Which has the most impact?  Why?
1.b.) Which of these technologies has the most “headroom”, or future potential performance improvement, in each of these application areas?

	Application Area
	Technology with the most headroom, and why

	Desktop CPU
	

	Desktop GPU
	

	Embedded Processor (e.g., Arduino)
	


2.) Currently, we use electrons to communicate between nearby electrical components, but we use fiber optics for long range communication (for example, Terabit Ethernet requires fiber optics, not copper).  Intel has invested significant effort in silicon photonics for future optical communication, even on chip.  Please list the properties of photons for communication, as compared to conventional electrons.

	Property ...
	... for electrons?
	... for photons?

	Signal velocity
	Up to half the speed of light
	At the speed of light divided by optical density.

	Interference
	Major issue for long wires (act as antenna)
	

	Amplification
	Easy, with transistor
	

	Leakage
	Due to quantum tunneling, a significant problem
	


2.a.) A signal's transit time [seconds], is its path length [meters], divided by the signal velocity [meters/second].  What is the maximum clock rate could you reach with a core of diameter 1mm using optical communication?  

3.) Both the CPU (e.g., C++11) and the GPU (e.g., CUDA) use “threads”, but on each platform this same term means something slightly different.   For each property, write YES or NO, and briefly why this property does or does not apply.
	Property ...
	... for CPU/C++11 threads?
	... for GPU/CUDA threads?

	An atomic operation can be used to avoid a memory race condition.
	YES, std::atomic<int>.fetch_add
	YES, atomicSum

	A lock (mutex) can be used to avoid a memory race condition.
	
	

	Memory accesses limit overall system performance more than arithmetic.
	
	

	For performance, you should avoid situations where threads write to nearby memory.
	
	

	Adjacent threads branch together as one “warp”.
	
	

	The problem must be (re)structured to allow parallel evaluation.
	
	

	You can get good performance with 8 threads.
	
	

	You can get good performance with 800,000 threads.
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